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DESIGN OF A KAIMAN FILTER FOR TRANSFER ALIGNMENT

by
///// Dr, Oddvar Hallingstad

/ Norwegian Defence Research Establishment (NDRE)
’ P.box 25, N-2007 Kjeller
‘ NORWAY

, ,L SUMMARY

The Norwegian Defence Research Establishment (NDRE) has been involved in the develop~
ment of several inertially based integrated ravigation systems. In all of these sys-
tems, the Kalman filter has been the sensor integrator. During the last years one of
the main efforts has been on the development of the navigation system for the air
launched Penguin Mk3 missile.

Low cost inertial navigation systems (INS) are extensively applied in missile midcourse
guidance. The launch platform is generally equipped with a high quality INS, and there
is a need for some means to transfer this perrormance to the missile INS. This is done
by transfer alignment (TA) before launch.; This alignment may in general be achiev2d by
angle, position, velocity or acceleration matching (alone or in combination).

This naper describes the design philosophy vsed in the development of the alignment
subsystem of Lhe inertial midcourse navigation system for the air launched Penguin
antiship missile adopted f£-r the F-16 fighter aircraf.. The desired performance was
achieved through a three level Kalman filter (KF) desiqgn process. On .he first level
4 assume thut our systun is linear and then we design the KF. On the second level we
deal with the design of the preprocessor which make the linear assumptions cn level one
vaiid. The last level deals with the rleld testing O£ the missile navigation system
which is the final test of the validity of the design procedure.

LIST OF SYMBOLS AND ALBREVIATIONS

I'he notation used in this article is based on retersnce (10]).

et~

g Free rall acceleration T KF vpcate time [nter-a:

iMU Inertial measurement unit ) Vecror or rmacrix belonging 2o the
INS Inertial navigation system system truth model.

MINS  Master INS taircraft) “* Vector or matrix beionglng to the
SINS Slave INS (miusile) Ziiter des ga model.

K Kalman fiiter On Vector belonging to the MiINS,

TA Transter alignment v Vector bolonaing to the SINS
X,Y,z The three body axes ‘ cctor belonging )
X,Y,Z The three navigation frame axes h Time {

1 _INTRODRUCTION

The F-16/Penqguin is an ant! s23 invasion weapon system with 3 high performance missile
Jeaigned tc tike opllmum advantage of the conflined Norweglan coastal waters. To protect
the alrcrafr and missile and svold missile impact on land the missile naz a high navi-
gation accuracy lndependent of both alrcraft and missile trajectories. The heart of
this system is the missile INS, a relatively low cost semi strapdown INS {the roll axis
is gimballed) based on two iLwo-2xes gyroscopas and three accelersmelers with a turn-on
to turn-on accuracy of the order of deg/h and »qg {(milll g), respectively.

The missile has %o k. able to fly a varlety of attack profiles in order both to aveid
and to make use of th. mountaincus Norwegian coastal terrain., One of seversl attack
sequences is lllustrated in figure 1. The miasile will in ryptcal opera.L.oral scen-
arios experience heavy manneuvres, hath high g turrs and linear accelerations in 3]
dimensions, both {mmediately before launch and in free flight. This puts heavy demands
on the (rertial midcourse navigation system and the prelaunch fnitlalisation procedure.
In this paper, the main topie will be the design of this prelaunch initlalisation pro-
cedure.

‘The original transfer alignment (TA) problem was to estimate the mechanical misiiign-
ment between the case axes of two INUs. Since qur IMUs have been turned info futl
fledged inertial navigatios systems (INSs), ft turns out that the TA nioblem may be
formulated as an ordinary navigation system update problem  Racavae the MINS is ofder
of magnitudes =ore accurate than the S1HS, the output from the MINS may be considered
ecror free. Thus the original TA problem has been transformed into the navigation proo-
ler : Est.maile the velocities and the misaiignments In the SINS using the velocity
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outputs from the MINS as measurements of the true velocities. The Kalman filter (KF) is
used to solve this problem. The reason why we use velocities instead of positions as
measurements to the KF will be discussed in subsection 3.1.2.

In section 2 we will describe the transfer alignment problem in more detail and discuss
the design objectives and the design procedure for a Kalman filter meeting the specifi-
cations, The deslgn procedure consists of three levels. On the first level we assume
that our system is linear and then we design the KF (section 3). On the second level we
will in section 4 discuss the design of the preprocessor which make the linear assump-
tions on level one valid. The last level discussed in section 5, deals with field
testing ot the missile navigation system. This is the final test of the validity of the
design procedure,

2 _TRANSFER ALIGNMENT
2.1 System Description

The alignment is done by matching the outputs from the F-16 INS and the missile INS by
means of a KF. The design objectives and procedure for the KF are given in the next
sections. The KF transfer alignment algorithm is implemented in the software for a
Mot<roia 6 JGJ Lased microcomputer in the Penguin/F-16 adapter. The adapter fits

bet. ~en the standard F-16 pylon and the missile.

F.gure 2 shuws a physical block diagram of the main components in the TA system. The
INS ii the F-16 ="rcraft is a gimballed 3 axes platform while the INS in the missile is
¢ semistrapaowa platform (the roll axis is gimballed). The accuracy of MINS is several
maaricud s better than the SINS implying that the MINS may be considered error free for
‘A purposes,

The acc.lera+ions and angular velocities sensed by the twu platforms differ due to the
spatial senaration and the nonrigid body connecting them., This nonrigid body is suscep-
tihble to both mechanical deformations and vibrations.

The available navigation data on the F~16 1553B and the missile buses are updated with
50 Hz. This is obviously too much for a KF. So there must be some form of averaging of
the measuremen'.s. The time lags for the data from the two sources are also different.

2.2 Pesign Objectives and Congtraints

The most important desigr criteria was that the missile INS alignment should not impose
heavy restrictions on the normal operation of the aircraft. That is, there should be no
added restrictions on g loads imposed by the alignment subsystem, and of particular
importance, the alignment should not impose restrictions on aircraft manceyvres during
the launch sequence. In addition, the alignment subsystem shouid not require any
changes on the alrcraft. Some of the design objectives and constraints for the KF are

. The navigation accuracy {(position and attitude) should meet the specifications at
the target.

. The alignment time must be shorter than the requirements,

. The filter should only utilize the readily avallable velocity and atritude data on
the £-16 15538 data bus.

. The computation load and memory requirements have to {it into the availabie Motor-
ola 68000 based micro computer in the misrile adapter.

. The filter has to be robust. [.e. unexpected 1arge Or uUNknoOwn ctror soyrees should
not cause major performance degradation.

. The filter may be turned on 3t any time and then stay on even duting long wissiany.

2.3 DReaign Procedurn

Designing a KF¥ {or TA meeting the design cojectives given in the previous section may
be done using the following three ievel !terative procedure :

lavel 1 : Kaloan filter design

On this level we assume that the system equations have Lieen linearised so that the KF
may be applied. This assumption depends on the success of the preprosessor design oz
level 2. The design is assisted by a covarlance analyses simulation program.

i. Put the problem into a ¥¥ framework.
2.  Declide whethetr an optimal KF may do the job (distegarding computaticn (oad asnd
memory requirements) or not.

J. Eliminate states from the optimal KF arriving at a suboptimal filtar.

§. Tune the suboptimal f{ilter.
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5. Perform a sensitivity analysis to determine the robustness of the suboptimal
filter. Repeat from 2 if necessary.

Level 2 : Preprosassor design
The purpose of the preprocessor is to interface the KF designed on level 1 to the

physical system. The design is made using a Monte Carlo simulation program where the
main nonlinear aspects of the physical system are implemented.

1. Decide how to perform level arm compensation and calculatlion of the KF measure-
ments,

2. Determine the discretisation algorithm of the timevariant matrices used by the KF
and based on output from the SINS.

Determine the KF update frequency.

4. Design a supervisor which detect abnormal situations, i,e, hardware failures, out-
layers and abnormal signal statistics,

S. Perform a Monte Carlo simulation incorporating the KF from level 1.

6. Repeat from 1 if necessary. If the KF is Inadequate repeat level 1.

Level 3 : Field testing

Soth level 1 and level 2 desiqus were based on simulation programs. On level 3 the
algorithms found on the previous two levels are implemented in the alignment unit and
tested in the physical system. The test results are analysed using a post flight simu-
lation program.

Implement the algorithms in the alignment unit hardware.

Perform captive flight tests.

Perform missile test firing

Analyse the test results using the post flight simulation program or Lf necessary
the Monte Carlo simulation program and the covariance simulation program.

6. Repeat the level 1 and 2 design if necessary.

3 _EALMAN FILTER DESIGN

We will in this section show how to deduce the KF part of the allgnment algorithm. The
KF design is based on several assumptions which will be tested in section 4 and 5. The
design objectives and constraints given in subsection 2.2 may for the KF design in this
section be taken care of as follows :

oW N

. I1f all the assumptions for a KF are valid it will be optimal, impiyling that the
navigatlon accuracy at the target and the alignment time cannot be made better by
any other estimation method. Therefore, test of the optimal KF wiil tell whether
these requirements are achievable or not.

. The optimal KF design will pose unacceptable computation load and memory require-
ments, We have to design a suboptimal KF. The deduction and Lest of this suboptimal
KF that preserve the optimality {s therefore the main concern in this section. The
computation load will be reduced by eliminating states, simplifying the matrix
structure and by updating the KF with a much lower frequency than the measurement
frequency {section d4).

2.1 Systen Irxuth Model

We will in this subsection present the system truth mode. and i{ts properties. The sys-
tem truth model is the best, most complete mathematical model tanat can be developed.
For our KF design purpose it {s linear and serves both as a starting point for the
suboptimal filter design and as a reference for achievable aiignment accuracy.

3.1.1 Nonlinear Model

A block diagram of the main components in the physical TA system iz shown in figure 2.
A mathematical model of the process part would consist of the follouing models (as our
Monte Carlo simuiation program does) :

1. A trajectory generator which calculates the linear and angular acceleration inputs

to the NINS and SINS (a*@,.a.9). The generator may be designed in many different
ways. 1n our Nonte Carlo simulation ptogram we first specify a trajectory {curve)
consisting of line and clrcle segments {n the corputation [rame. Then we specify
the tangential acceleration lnvolved. The model of the alrcraft is falzly simple
because we specily that the normal component of the acceleration is always normal

to 3 plane through the wings of the aircraft. The actual linear (@™) and angular
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(0")accelerations for the MINS may then be calculated. The input (@, @) to the SINS
is calculated by adding the level arm effect (@x7) and the output from a vibration

model to @ and @ .

2. A model of the gyros and accelerometers in the alrcraft gimballed inertial platform
and the navigation equations implemented in the MINS. In most of our Monte Carlo
simulations we were only interested in relative navigation errors., Thus, we used
the positions and attitudes given in the trajectory generator directly.

3. A model of the gyros and the accelerometers in the missile semistrapdown inertial
platform and the navigation equations implemented in the SINS. The SINS’s naviga-
tion squations used the quaternion algorithm.

The common way to apply the KF to a nonlinear system is by using an extended Kalman
filter (EKF) where one has to implement nonlinear models of the dynamics and the sensor
equations in the computer. The transfer alignment problem may also be solved using an
EKF, But the nonlinear dynamic equations mentioned above would be to much for a real
time application., Instead, one makes a linear error model of the difference between the
outputs from the MINS and SINS. This will be done in subsection 3.2. As a matter of
fact also this error modelling procedure may be interpreted as making an EKF. In this
case the SINS is interpreted as the dynamic nonlinear model of the true aircraft
dynamic. That is, the nonlinear alrcraft dynamic equations are solved on a combined
analog-digital computer (the SINS) and the SINS is reset by the KF error estimates. It
is this feedback which makes the filter an EKF and not a linearised KF in this inter-
pretation.

3.1.2 Linearisation

The KF is an algorithm which is cptimal only for linear gaussian systems, but most of
the real world onroblems are nonlinear {including our TA problem). A main question is
therefore how to linearise the process in figure 2 in order to make the KF algorith=
applicable. We make the following assumptions :

1. The MINS is considered error free because its accuracy is several orders of magni-
tude better than the SINS. The navigatlion data from the MINS are consequently taken
as true positions, velocitles and angles. For filter design purposes only the
relative estimation errors are of interest. The absolute navigatlon error may be
obtained by calculating the RMS of the relative navigation error and the absolute
navigation error in the F-16 INS.

2. The preprosessor {(discussed in the next section) compensates exactly for the spa-
tial separation of the two platforms by compensating for the level arm effect

(wx7) and averaging out any vibration differences. Thus, we assume that the two
platforms are sensing the same linear and anqular accelerations.

3. We assume that an lnitlal coarse alignment has been done, making the axes misalign-
ment so small that a linear error model is valid.

4. In order to keep the misallignments small the SINS will be reset by the KF error
estimates, That is, the SINS will be in closed loop during aligament.

These assumptlions render the linear TA truth model given in flgure 3. The validity of
the assumptions will be tested by Monte Carlo simulations and field tests. Thus, the
difference between the MINS and SINS measurements may be modelled by a linnar time
variant stochastic model of the form (the linear truth model}:

L) = Fg'0)+G'(w't)
with a discrete measurement nodel
LeHgey,

Table 3-1 shows an example of a system truth model and stote variables. The three
position states ate not Included. But they are needed for eviluation purposes a3 the
allgnment has to be evaluated according to the position and level errors at the targuetl.
Coasequently, the position atates ate included {n the simuistion programs but not in
the implemented KF.
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No. of |Description Abbreviation Initial values (1-g
States

3 Relative velocity error (X,Y,2) v 0.4 m/s

3 Relative attitude error (X,Y,2) E 16 mrad

3 Gyro coloured noise (x,y,z) GYCN 2 deg/h (30 s)

3 Gyro bias (x,y,z) 3YB 6 deg/h

3 Gyro scale factor (x%,y,2) GYSF 0.20 %

4 Gyro mass unbalance (x,z) GYMU 6 deg/h/g

3 Accelerometer bias (x,y,2) ACB 2 mg

3 Accelerometer scale factor (x,Yy,z) ACSF 0.26 %

6 Accelerometer nonorthogcnality (x,y,z} |ACNO 0.4 mrad

1 Relative azimuth measurement bias AMB 16 mrad

Table 3-1 System truth model, state variables

The initial error truth model of inertial platforms are easily set up by using the
accelerometer and gyro models from the producer in addition to information of the
actual mechanisation. But this initial truth model contains up to 100 state varlables.
We arrived at the state vector in Table 3-1 by sensitivity simulations. The initial
model was excited by different trajectorles and only the states showing the greatest
response was kept in the system truth model in table 3-1.

The readily available measurements to the alignment fllter are velocity and azimuth
differences between the MINS and the SINS. The purpose of the azimuth measurement is to
prevent azimuth unstabllity during nonmanoceuvering periods. Due to deficiencies in the
down channel (2-axis) of the F-16 inertial navigation system the Z-axls velocity dif-
ferfncg és not used for the time being. The system truth measurement model { given in
table 3-2.

Ty —_—

No ot‘ Type ot‘ measurement noise Abbreviation
meas.

Hhite velocity meas, nolse (x Y Z) 0 4 m/s
White azimuth meas. noise

Table 3-2 System truth measurement model

Tabie 3-2 shows that we intend to use velocity and not position as measurement. In an
INS the position is only an Integraticn of the velocity. Position rmay therefore not
contain more information about the errors in the SINS than the veloclity does, sce ref-

erence [11]. Because the computation load for a KF is proportional to a’ where a {5 the
no of states in the KF, we decided not to use position as measurement to the KF.
Further, due tc our lnaccurate SINS {compared to the MINS} we assume the MINS tao be
er-or free. The position outputs from the MINS are therefore used to update the posi-
tion of the SINS dizectly.

Using positions as measurements to the KF would have the following advantage : The
errors due to unmodelled kinematical mution of the SINS relative to the MINS would be
more averaged than using velocities, alluwing a longer KF update interval. Bul the
simulations show that altogether we aye betlter off using only velocities.

R‘

Table 3-3 Truth Mode) Matrix Sttuctute

Table 3-) shows the truth model matrix structure. A nonzero element is marked by 'x’
and 3 zero element by '+’. The matrices are sparse due to all the bias states. Tae

nonzero system matrix (F') elements are of three main categorlies :
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1. Elements depending or the specific force measurements (output from the accelerome-
ters)., These elements are large and manoceuvre dependant (depending on linear accel-
erations),

2. Elements coupling the component errors into veloc!ity and level error states. These
elements are elements in coordinate transformation matrices from the platform gyro
and accelerometer frames to the navigation frame. These elements are attitude
dependant,

3. The rest of the nonzero elements (like the Coriolls coupling)

Our simulation programs utilises the structure by dividing the matrices into subma-
trices and eliminating multiplication with a zero submatrix.

3.1.3 Optimal XF

The alignment time and navigation accuracy at the target depends on the prelaunch air-
craft manoeuvres. Fortunately, the simulations of a KF based on the system truth model
show that all these requirements are fulfilled if the aircraft make only a minor
prelaunch turn. This indicates that normal aircraft manoeuvres will be sufficient. The
optimal prelaunch manoeuvre would be the free flight trajectory of the missile. Because
then all the errer scurces of the SINS would have been excited also during alignment
and estimated. But also a normal mission shows usually more than sufficient man-
ceuvers. In addition to aligning the reference axes, the alignment procedure will also
to a certain extent calibrate the inertial sensors’ bias and scale factors.

In ~rder to calculate the navigation and alignment accuracy the aircraft and missile
trajectories have to be defined. To simplify the problem somewhat, this gaper will
consider two stylistlc situations of a minimum alignment and a complete alignment.

Minimum alignment time is the time required for the alignment filter to estimate pitch
and roll attitude errors. This does not include warm up, power on test, and initlal
coarse alignment. Minimum alignment is defined as an alignment where there has been no
manoeuvres to make the azimuth error observable., This information is available for the
pilot as status information on the F-16 stores control panel,

Complete alignment requires that an alrcraft manoeuvre has made the atimuyth attitude
error and other manoceuvre dependent accelerometer and gyro errors observable. In addi-
tion, the alignment time has to be long enough so that the estimates of attitude and
gyro blases have stabilized.

Figure 6 shows the trajectory used in the generation of the error budget in figure 4.
This trajectory {s sufficient for a complete alignment.

Figure 4 shows the error budget for the position and level error states at the target.
Iin the flqgure we have combined the effect from all three axes for each kind of error.
This is not done in the original simulation and we arc there able to distinquish
between the axes. The dominating error sources for the position errors (given the tra-
jectory in figure 6) are the gyro coloured noises (GYCN) and the velocity measurement
noises (VMN). The GYCNs are noncbservable due to a 30 s correlation time. The VMNs are
3lso dominating because we assume them to be large due to nenmodelled vibration noise.

For the level errors the dominating error sources are the GYCN, the gyro scale factor
{GYSF) and the gyrc mass unbalance (GYMU). The GYMU is not observable for nonmancouvet-
ing cases. For our trajectory we are not able to separate it frc the gyro bias.

An analysis of the error equations with respect to observability gives the following
tesults :

. Azlmuth error is observable through the velocity measurements given a ranaeuvre in
the horizontal plane. The level errors are also observable withoutl manoswuvres due
to the free fall acceleration g.

. Because the roll angle i3 always zero, the y-qyro colourcd noise, bias and scale
factor are not observable through the azimuth measurement. Hut they m3y be esti-
rated through velocity measurements due to the level error to velocity couplings.

. In order to estimate the accelerometer scale factors ar.d nonorthogonality and the
gytro ®ass unbalance the alrcraft must have manceuvres.

d.2 Filtex Design Modal

Thy optimal KF tested {n the previous section satisfied the accuracy tequirements at
the target. But a 32 state KF would be too much for the avallable micro computer.
Hence, in this subsectlion we will try to reduce the computer demand by eliminating
states, simplifying the system matrices and discretisation algorithm,




3.2.1 state Elimination

The computation load of a KF may be decreased by :

. Eliminating state variables in the filter model.

. Replacing coloured noise state variables by bias states (time update of bias states
is not necessary).

. Simplifying the discrete error model used for time update calculations.

The candidates for elimination are nonobservable states and states which give a small
contribution to the total navigation errcor at the target. Nonobservable states may
eventually be replaced by an observable linear combination. The effect of state elimin-
ations and other simplifications should always be checked by a full covariance simula-
tion, Simulations of different trajectories svggested that the following states may be
eliminated from the list in table 3-1

. 6 accelerometer nonorthogonality states because thelr influence on the navigation
accuracy is small for the majority of manoeuvres,

. 3 gyro coloured noise states because their observability is low (30 s correlation
time) and their main effect of keeping the KF gains up may be replaced by white
process noise on the velocity and angular levels. Elimination of these coloured
nolse states i{s also important because it leads to a significant reduction of KF
time update computation time.

. 1 x-gyro scale factor because the SINS is roll stabilized.

. 4 gyro mass unbalances because their effect on the navigation accuracy Is neglect-
able (the effect is manoeuvre dependent).

The number of states in the filter model is now 18 versus 32 {n the system truth model
(disregarding the three position state varlables which will not be implemented in the
final filter). The last 12 state variacles are modelled as blases which will give an
insignificant contribution toc the time update computation load. The total computation
load is now acceptable.

The problem with the present filter model is that the KF gains for the blas states will
approach zero, This may imply filter divergence due to all the unmodelled states. Fig-
ure 5 shows the true alignment accuracy for the X-axis in the missile platform as
calculated by the covariance simulation program. The divergence problem will be
addressed in subsection 3.3.

3.2,2 Matrix Simplification

In section 3.1.2 we discussed the structure of the linear truth model. Many of the
couplings shown are of minor importance In an INS like ours because of the large compo-
nent errors. Therefore, we eliminate all the couplings due to Corleolis-accelerations
and error in the calculation of the g-vector. These simplifications will alse speed up
the on line calculation of the elements in the design model matrices. The structure uf
the design model is shown in table 3-4. Notice the introduction of white process noise
on the velocity and angular levels.

F-
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Table 3-4 Design Model Structure
3.2.3 Discretisation

The connection between the matrices In the linear, timevariant, continues stochaslic
differeantial equation

£) = i+ G’
and the discrete difference equation
=0 e T}
is given by :

) = Fluri.) ) !
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We will comment on the calculation of these matrices for long intervals in subsection
4.2. If the int=rval is short enough, we may calculate the matrices by Taylor series

expansion. As table 3-5 shows, the Ff-matrix is nilpotent and the Taylor series for F*
Is :

Of I+ FT+3(FTY

An approximate solution of the integral for TIQ{TY’ is easily found by using the for-
mula for the dﬂ-matrix. As table 3-5 shows the structure of these matrices is sparse,

F% FY

Table 3-S5 Design Model Discretisation

3.3 Filter Tuning

As shown in fiqure 5, a simple elimination of state variables gives a divergent KF. We
have therefore lntroduced fictitious process noise in order to keep the KF gains at an
acceptable level. The computation burden is kept low by introducing white noise only to
the velocity and error angle equations In the filter design model. In addition we want
to make the filter robust. This is done by making the a priori covariances for the
design model larger than the nominal values, The filter performance degradation due to
these conservative design filter values is small for nominal values in the truth model.

Figure S shows the tuned alignment accuracy for the X-axis of the platform. The true
estimation error is now not distinguishable from the optimal estimation error. A simi-
lar comparison of KF gains shows that the tuned fllter has almost optimal gains. The
sensitivity of the tuned filter model tc changes in the process model was lnvestigated
by the covariance simulation program. The follaowing cases vere axamined

. Injitial veloclly and levol errors an wider of magnltude greater Lhaa nominal.
. Unexpected blas shifts in the y- and z-gyros.

. Many different alignment manceuvres including the extremes : no manoeuvres at all
and very violent manceuwvre.

. Long term stabllity.

The conclusions from all these s!mulations were that

L.  The tuned KF satisfies the accuracy requirements with only modest demands on the
alignmest manoceuvres

2. The suboptimal KF gives almost the same position and aititlude accutacies at the
target as the optimal XF. Also the important XF gains are almost identical to the
optimal case. This Ls achleved by introducing fictitlous process noise on the atei-
tude zate @rror ievel.

3. The [llter is robust due to relative large 3 prior! covariances

4. The caiculation time for the XF time and meazurement updates it fast due Lo an
UD-algoritha utllising the =atrix structures.

The results of these simulations, and also evaluation through Monte Carle simuiations

and experience froa captive flight testing, led to the firal tuned filter model in
table J-6.
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Description Abbreviations
States

3 Relative veiocity error (X,Y,2) v

3 Relative attitude error (X,Y,2) E

k) Gyrc bias (x,y,z) GYB

2 Gyro scale factor (x,y,2) GYSF

3 Accelerometer blas (x,y,z) ACB

3 Accelerometer scale factor (x,y,2)

1 Relative azimuth measurement bias

Table 3-6 Tuned filter model, state variabies

3.4 UD-factorisation algorithas

The UD-factorisation algorithm (reference 2) was used both in the simulation programs
and the implemented KF. The usa of numerical stable algorithms is a necessity in cova-
riance simulation programs due to the high dimension of the augmented state vector. In
the real ‘me implementation the conventional covarlance equations would probably have
been sufficient. But since the computation burden is alnost equal to the UD-algorithms
the latter were chossn.

The UD-algorithms were simplified In orcer to utilize the special structure of the
equations at hand (this kind of simplifications is much easlier to do to covariance
equations). Especially the elimination of the gyro coloured noise states were important
in keeping the computation lcad small.

Notice, that the UD-algorithm has to use both if and Qf in the update equations. This s
done by Cholesky factorlsation algorithm.

4 PREPROSESSOR DESIGN

The KF designed {n section 3 satisfled the design requirements. Sut the KF was designed
making several assumptions about the oreprosessor function. The simulations in that
section did not account for those assumptions. In this section, we will show how the
preprosesscr ls designed and give some results of the Monte Carlo =zimulations. This
sirulation program accounts both for the most important nonlirear effects and the 4if-
terence between the INS output frequencies and the XF update frequensy. ihe pro; rosez-
sor main siructure s given in f{igure 7.

4.1 Xalsan Filter Measugements

The acceleraticas and angular velocities sensed by the two platiorms differ due to the
spatial separation and the nonrigid bedy connecting them. The nonrigid body i3 suscep-
tible to mechanical deformations and vibrations. Thus, the velocity mersutements {roe
the SINS have to be corrected faor the level arm effect and the vibrations. Since we
cantot ypdate the KF with 30 ilz, we calculate the average effect of the level arm over
cne XF update time [ntérval and current the average velocitly measurements f{rom the SINS
befcore we furm the diffetence with the averaged veicclly measurements from the MiNS.
This averaqging leads to a reductlion in the measutement nolse and averages the high
frequency vibrations. Butl it could lead :~ stability problems due to the new cotrela-
tion betlwveen process and measurement nolre. Forlunately, sismulations show thit this
added correlation is too 3m31l 1o sake any problem for our XY,

4.2 2ims Yaxiant Matxicea

the most cotrect way to calculate €F and TIQHTY is by using & sud interval, AT gives by
the INS measurament frequency. The @-smatrim io then given by

&) = ,(ATIB(AT)... 9,87

where DLAT) '3 caicvlated by the formuls in subsection 3.2.) and using the most tecent
acceleration measurementa In the calculations. Because the computation load would be
too great, wve first calculate the average F-m3trix for the XF time update intetval and
then calculate & according Lo the forawia glven in subsection 3.2.). Simuiaticns ver-
ify that this is satisfactoly tor our system.




4.3 Ralman Filter Jpdate Frequency

In order to check the rcu .tness of the KF for the chosen KF update frequency, T, we
run the Monte Car'» s!rmi.ation program with update intervals from T/2 to 4T. The simu-
lations showed no significant difference in the extimation errors. The chosen update
frequency, measurement calculation and matrix calculation methods are therefore judged
to be healthy.

4.4 Error Checks

In the application of KFs to real systems it is of vital Importance to realize that
abnormal situations will arise. Hence, some kind of errer detection and status indica-
tion has to be build into the system. The tests to be implemented may be foreseen to a
certain extent, but due to the hardware dependence, fleld tests have to be done. Tie
final test limits are determined through a clcse interplay between simulations anc
field tests, This interplay will be discussed In the next section, but the actual tests
wil! be presented here.

The KF assumes that the measurement statistics are given. Due to hardware deficiencles,
outlayers which violates these statistics have ro be expected. These cutlayers are
eliminated be using a 3-0 test on the innovation process.

The azimuth angle 1s observed through velocity changes in the horizontal plan. During
periods with small velocity changes (manoceuvres) the azimuth angle Is nonobservable
through the velocity measurements, but the azimuth angle measurement maintains the
accuracy by relylng on the aircraft INS and assuming no relative rotation of the two
body axes. The azimuth measurement is not used when the manceuvres exceed a glven
limit. However, during manoceuvres the missile and afrcraft axes may move relatively to
each other creating a new permanent offset. This (s modelled by reinitialisation of the
azimuth measurement bias.

Due to hardware failures the KF may diverge. Such divergence may be detected by moni-
toring and checking the calculated variances in the KF and the mean and standard devi-
ation of the innovation processes.

The component estimates (gyros and accelerometers) are checked and error flaqs are set
{f the estimates exceeds certaln limits, thus indicatlng component failure.

The alignment accuracy depends on the alignment time and manceuvres. The KF covariances
and the mean and standard deviatlon of the lanovation processes are used o caicuiate a
performance index. This index teils the pilot if a manoeuvre may echance the alignment
QT not.

4.5 Monte Carxlo Simulation

The performance of the navigation system has been evaluated using both covariance ind
Monte Carlo simulations. Monte Carle simulations involve muitiple runs of a simulation
ineluding all known nolse and error sources to establish accumulated statistics) prop-
erties of seiected state variables as a3 function of time. And, a3 opposcd to 3 cava-
riance analysis, a Monte Carle 2imulation has no inhercrt resttictions ta the
teplementation of the models invalwed., € q there is ro need for & lineas:sed »ade: far
ithe generation of the mezsurements to the suboptimal X¥. <Computer cost iz the =gors
disadvantage of the Monte Caslo validatioen technique.

We have dase 2 lot of Moprte Carle (MC) sisylaticns in order to verify
from section ) and the preprosesszar design i# thic sectivr. All of the
Cioze agreement with the covarisnce simylations. The <¢iffoicnces are we
slatistical limits /‘based on (100 MC runsy. (n addition to covarisnce ca
M £cagram w3y 310 tilcuiate the mean values. Also these nimylations g
#ithie the statistical limivs.

imuiatione show
Dowithin e
Culationy the
ive values

The atigrmest le close to optimum. It i3 very robust, and iheve iz iittie to be gaires
by erpanading i

S XIELD IEST RESULTS
3.) Capilve Flight Tests

The flights have not been planned specifically for evaluating the navigatian systex,
byt rather as tevearsals for the actuil missile fiting. Allgament limes have vatied.
Most of them have iwpresented complete slignment, and cnly a fex have kad minimenm
srignment (see sudseciion 2.1.) for definitian)l. ¢J tests have boen evaivaled, now gf
whick haie been ldenticuol.
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The position error has been calculated by integrating the velocity difference between
the alrcraft and the missile INS, with coriections for relative movements, Tne naviga-
tion error has been well within specifications and i{n close agreement with predicted
performance from simulations. A few of the 43 tests were close to minimum alignments.

5.2 Missile Test Fixinga

A number of missiles has been launched during the englineering development and technical
evaluation phases, it has been difficult to !solate the missile INS error from test
ranye instrumentation errors, F-16 fire control errcrs, and F-16 INS arrors, however,
the missile firings indicate a close agreerent with computer simulations and zaptive
flight testing.

5.3 Deficiencies and Exrors

Inftially our ~ost serious problem was telemetry dropouts. Especially it was difficult
to receive reliable data during aircraft manoeuvres., The situulion was gradually
improved during the test perisd. Among improvements were hetter aircraft tracking
equipment on the ground and merging of data from more than on¢ telemetry receiver
antenna. On the software side a lot of effort had to be put into program modifications
in order to handle data dropouts and unreliable data. Heavy restrictions on the flight
trajectories were imposed by telemetry coverage and general air safety restrictions in
the test area. In fact, the captive flight testing was an integrated part of tae
normal fighter pilot training in southezrn Norway. Our testing should not interfere with
the narmal operation of this airfield. A telemetry pod on the F-16 aircrafr ftseclf
would have spared us a lot of problems. This was not available at that time, however,
today this Is an inteqrated part of the test equipment.

Qur next serious probliem turned out to be rthe weather. When finally the aircraft, zhn+e
missile, and the telemetry and data reduction system, all, from a t-<chnically point of
view, were ready for testing; wind, lce and snow quite a few times turned out to be the
final reason for the cancellation of the take off. After all, our aircraft was not on
alert, and the pilot had to follow peacetime general air safety precautions. However,
w2 had to adapt to this situstion as well. Through simulations we reallsed that a lot
could be done by just taxing on the runway. Especially, the ldentification of quite a
few time tag errors was done by data from F-16 plrcuettes on the runway. The fighter
pllots did not actually leve the test trajectory when a test engineer again and again
ordered a 720 degrees plrouctte just to have another look at his KF states.

The captive flight test perlod gave us, as mentloned, new knowledge about system behav-
four. However, due to concurrent effart ir testing, simulation, and new slgorithm
development it turned ocut to be very easy to ldentify these deficiencies when they
appeazed and to make approprlate software changes. Two examples were changes necessary
for the compensation of relative moticn on the arimith measuzement and changes to the
use of .his measurement, a result of new knowledge about how the pllot operared the
alrica¥ . and how the missile was mounted to the alrcralt, respectively. Another
example s the fact that mangeuvres carly in the fLine alignment pericod with relatively
low constant ¢ loads introduce delay: ia the allignment. NMNinor changes had to be iatso-
duced in the settling of status informaiicn on the stores control pane! display And in
general, as expected, several test limity and the initial uncertainties of 4 fou filter
states had to be slightly adjusted. liowever, our major problems were dud (O Lrue efrods
as listed below.

The time tag and KF prefliter softmare, or the synchronization pf misslie and alrcraft
data, the major part programmed {n assesbly and fix point arithmetic, Uurned oul o
include 3 iot of errors. All of them had to be ‘dentificd and removed ic achieve 2
relliable alignment performance. The most difficult time 2ag error 1o identily woz one
which caused altitude informatiuvn te be pul inte the least significent bits on the F-lé
time Tag. This error was identifled and removed when e feallsed that the delay cassed
by lime tag was 3 funcllon of alrcraft altitude.

incorfrect sign on different ter=ms In the missile INS scefiwite was gnotler probles. Al
vf these errors were, exceot for one, jdentifled and cortected Befete o4 eafly in the
captive flight test pericd. The one left over, due to inconsistencies in the dogumen-
tatlion, was an Incorsect sign in one of the teras fof zompensation of the mpwasstl ovet
the Eatth., This efror was in gcme inslances equivaleat %o 3 gyro bias of more wvhan o
the rominal valve, and the allgament f{liter decoeposed this erzcor as diffegent Tawmro-
aent errors as 3 function of alrcraft manceuvres. We firaliy identilied thls ertot v
code inspecticn when telemelzy data had told us that the etror was a {unctior of
veloci.y and heading 1n level flight. On refiection, this particuiar eftor, anu maybe
tome of Lhe time tag probiems, may Rave been sorted oul by slaviatiens befere the
captive flight testing started. This was, at the iime, not possibie mainiy heciuse the
iNS navigation softeare, the alignment software, nd the time ts3 softwa‘e a1l were,
wvith a fev exceptions. tested independeniiy by d<ifferent people. A closer iategration
during testing may hive been 3 wiser approach. However, of particuliar ispotiante i3
the fact that the sialation software eventually had o be cdesigned by the mane people
implementing the necessary ‘ecl time systenm softwate; thus, more effori put irio simg-
laticn, with the same tescutces {or the total lob, may have de.ayed the captive fiight
testing. We had o declde on 3 pricvrity. Me had prepared f{o7 open loop testing of the
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alignment filter, testing without actually updating the INS with error estimates. How-
ever, open lcop testing turned out to be of little practical use as the INS diverged
too fast for the isolation of the relatively small error effects, fo sum up; our
experience is that it is easy, through inspection of KF behaviour, to tell if the
system behaviour is different from expected. However, to isolate the error source is
very difficult and a time consuming iteration between testing and detaiied software
code inspection in a lot of different subsystems. When the source finally is ldenti-
fied the necessary modificaticns are fast and easily included in the stage of develop-
ment described here,

6 CONCLUSIONS

The alignment subsystem imposes no additional restrictions on the operation of the F-16
fighter aircraft. There is no need for a particular alignment trajectory, and, the
fighter pilot may switch on the alignment at any time, e g when he is checking other
subsystems on the ground before the mission. From the KF design approach a high per-
formance, highly reliable and robust misslle midcourse inertial navigation system
emerged. Navigation accuracy is well within specifications. The reasons for the
success were in the first place the effort put into simulations both during alignment
filter development and during the captive flight testing, and secondly the extent of
data collected during testing for performance analyses., If we should have done the job
over again, we would have put even more effort into the sinulations, the telemetry
system and the post processing of telemetry data. Finally, the transfer alignment unit
was possible tc test and evaluate through relatively inexpensive captive flight test-
ing.
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